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Executive Summary

◊ Artificial intelligence (AI) since the early 2010s has witnessed a series of technical breakthroughs due to the increase in computing power, the amount of data generated and the application of machine learning techniques.

◊ Artificial intelligence will have major economic impacts by increasing productivity worldwide. However, many jobs, both blue- and white-collar workers, are at risk of being automated. This implies that important efforts in terms of education and training will have to be undertaken to keep these people on the job market.

◊ Artificial intelligence will also have major impacts on international and national security. It will rebalance the international balance of power, empower individuals and shift the global strategic balance towards those states that have a strong AI industrial base and heavy investment, both public and private, in AI research and development.

◊ The Arab Gulf countries will also be faced by the economic and security implications of AI. It has the potential to profoundly change the economic structure of Gulf societies. Expats will be the hardest hit by automation, but AI is also expected to profoundly affect governmental jobs. This implies that Gulf countries governments have to massively invest in education to best prepare future generations for this transformation. Continuing education programmes also have to be put in place to provide national workers with re- and upskilling opportunities.

◊ In terms of military and security consequences, self-organised collective decision-making in swarms of autonomous agents will likely become a defining feature of future battlefields. The impact of swarming strategies has the potential to upset the offense-defence balance and impact strategic stability both regionally and globally accordingly. It will also act as a force multiplier for non-state actors that could directly impact the Gulf countries’ military forces operating in Middle Eastern theatres of operations.

◊ The cyber domain will be very conducive for the development and engagement of fully autonomous weapons as surrogates. Given the Gulf region’s past record with regard to cyber-attacks, one cannot exclude that AI will magnify instability in the region.

◊ The use of artificial intelligence for massive manipulations through the forgery of images, films or voices is already a reality. Its use by malicious actors has the potential to magnify the tensions in the Gulf region and increase its instability.

◊ The broadening of the scope of threats, vulnerabilities and potential mis- and malicious uses of AI, but also of other emerging technologies, calls for a rethinking of global governance mechanisms so that they can better deal with dual-use technologies.
**The Issue**

Artificial intelligence (AI) has long been the subject of science fiction but only recently has its profoundly disruptive potential seemed near to realisation. Advances in artificial intelligence have grown exponentially since the early 2010s. While Moore's law relies on the processing power of computers doubling every 18 months, the amount of compute used in the largest AI training runs has been doubling every 3.5 months from 2012 to 2018. This represents a more than 300,000-times increase compared to a 12-times increase based on Moore's law for the same period.\(^1\) Such an exponential growth is transformative for every sector of activity and this causes hopes but also serious concern among its developers and the international community.

On the one hand, faced with pressing global challenges associated with overpopulation, environmental challenges, health and inequality, the world stands to benefit enormously from the development of AI. For instance, AI can contribute to making sense of the big data gathered to monitor climate change, predict pollution or be more accurate and faster than doctors at diagnosing certain illnesses.\(^2\) A recent study showed that an AI trained to diagnose skin cancer achieved 95% detection rate compared to 86.6% for human doctors.\(^3\) The International Telecommunications Union acknowledged the positive contribution of AI and organised the second edition of the AI for Good Global Summit with the focus on “impactful AI solutions able to yield long-term benefits and help achieve the Sustainable Developments Goals.” in Geneva in May 2018.\(^4\)

On the other hand, a myriad of security concerns and risks accompany the wide-ranging solutions that AI can bring. A recent study by an interdisciplinary group of AI experts, philosophers and political analysts warned against the malicious uses of AI in three security domains: digital, physical and political security.\(^5\) The economic impacts of the increasing use of AI provide optimistic prospects in terms of productivity but also raises concerns about the human costs of this transformation, especially for those who will not be able to adapt fast enough or adapt at all. This added to the existing public warnings about the development of AI from leading personalities such as Stephen Hawking and Elon Musk.

Against this backdrop, this EDA Insight reviews some of the economic and security implications of AI for the Arab Gulf countries. It first defines and reviews recent breakthroughs in AI, then looks at the economic implications of AI in terms of productivity growth but also jobs destruction and displacement. The security implications are then analysed by focusing on autonomous weapons system and their impact on strategic stability. It is followed by analysis of some uses of AI in the cyber domain and argues that cyber AI-supported offensive operations and manipulations are likely to be the biggest challenge that the Gulf countries will face in the near future. It concludes by looking at the issue of the global governance of AI.

**What is AI?**

While there are numerous debates about the meaning of intelligence, artificial intelligence, simply put, is the use of computers to perform tasks that normally require human analytical skills. There are three classes or levels of AI.

The most basic class of AI is artificial narrow intelligence (ANI) which encompasses technologies that are designed for specific, limited purposes. ANI examples include: the algorithm behind Google Translate, anti-lock brake systems, or facial recognition technology.

The second class of AI, which has not yet been realised, is that of artificial general intelligence (AGI), which would be capable of operating across all areas, including cognitive, that the human brain does. In a recent survey of AI experts, the median timeframe predicted for the achievement of AGI is 45 years from now.\(^6\)

The most distant class of AI, and also its final incarnation, is considered artificial super intelligence (ASI). This form of AI, which will be by far the most challenging to achieve, describes intelligence that exceeds the capacity of the human brain. It is difficult to fathom exactly how such an AI would behave and what implications it might have for the world, but it is fair to assume that an AI more powerful than human beings would have consequences for the existing world order and potentially represent an existential threat to humanity.\(^7\) However, the focus of this Insight is on ANI exclusively.

**Recent Breakthroughs**

Although the term artificial intelligence was coined in the 1950s, lack of progress in the field led to a long period of AI winter. Since the 2010s however, AI research has passed a couple of milestones. In the words of Sergey Brin, co-founder of Google, “the new spring in artificial intelligence is the most significant development in computing in [his] lifetime.”\(^8\)

This revival of AI is due to developments in two fields. To make algorithms work, significant computing capacities...
and huge sets of data are needed. Thanks to Moore’s law, a mobile phone nowadays has more computing power than the best supercomputer in 1999.

Similarly, with the rise of the Internet of Things (IoT) the increasing number of computers and connected devices generate an exponential growth of data. It is estimated that 23.14 billion connected devices are in use worldwide in 2018 and 30.73 billion will be by 2020. These will generate 44 zettabytes of data, or the equivalent of 5,200 gigabytes for every individual. This represents more than half of the printed collection of the entire Library of Congress. By 2025 it is estimated that the world will be creating 163 zettabytes a year and will lead to every connected person anywhere in the world interacting with a connected device every 18 seconds.

The combination of increasing computing power and available data has enabled recent breakthroughs in AI, notably by the application of various machine learning approaches. In March 2016, Google Deepmind, created the AlphaGo algorithm and defeated the second-best player of the game ‘Go’, Lee Sedol, in four out of five games. Go is considered the most complex board game in the universe (10p80). In October 2017, the new version of AlphaGo, AlphaGo Zero, defeated AlphaGo 100 games to 0 after three days of training.

Two months later, building on the previous successful experiences, a general-purpose reinforcement learning algorithm, AlphaZero, was developed. AlphaZero was given no prior domain knowledge except the rules of each game. It achieved in 24 hours superhuman performance in the games of chess, shogi and Go, by defeating a world-champion computer program of each game in each case. Kasparov hailed AlphaZero as “a remarkable achievement” which underlines “a human-like approach to machine chess (…) instead of brute force.”

The Alpha-class algorithms represent breakthroughs in terms of the speed of learning as well as the ways of defeating human beings at games they have been playing for more than 2000 years. AlphaGo, for instance, in game two played a move that Fan Hui, three-time European Go champion and who had lost five straight game against AlphaGo in 2015, qualified as “so beautiful” but added “it’s not a human move. I’ve never seen a human play this move.”

In January 2017, Libratus, an algorithm developed by Carnegie Mellon University, played more than 120,000 hands in no-limit Texas Hold ‘Em Poker against four of the world’s best human players. In the end, Libratus won $1,776,250. The player who lost the least lost $85,649 and the biggest loser lost $880,087.

Unlike all board games, Poker is a game of incomplete information because players can bluff and thus have private information. Libratus has thus demonstrated the ability of algorithms in defeating human beings in real world strategic interactions similar to negotiations, business or military strategy, security interactions or auctions.

**Economic Impact of AI in the Gulf**

The global economy, the right to privacy, and our values as human beings will all be tested by the continued development of AI. When it comes to the impact of AI on the global economy, there is so far no consensus among analysts. Yet, two observations seem to be shared: that productivity will increase and that AI will lead to profound transformations of employment with the destruction of traditional and the creation of new jobs. The balance of these transformations however is unknown and left to various speculations. This section presents the most relevant conclusions of these findings.

A study by Accenture estimates that AI technologies could boost labour productivity by up to 40% in 2035. A recent report from the McKinsey Global Institute argues that “AI could potentially deliver additional economic output of around $13 trillion by 2030, boosting global GDP by about 1.2 percent a year.” Another study from Pricewaterhouse Coopers shows that global GDP could be up to 14% higher in 2030 while Accenture finds that AI has the potential to double the annual economic growth rates of 12 developed economies. The rate of AI adoption and integration in the economy has however the potential to increase the digital divide between advanced and developing economies. The gap between these countries in terms of net GDP impact could widen from “three percentage points in 2025 to 19 percentage points in 2030.”

The inherent consequence of the spread of AI and automation across a range of sectors, will also provoke profound changes in the employment structure and likely lead to the rise of social inequality. McKinsey estimates that up to 800 million jobs could be displaced worldwide by 2030 due to automation. Job profiles which are “characterized by repetitive tasks and activities that require low digital skills” can rise from “40 percent to near 30 percent by 2030” and that in return, jobs which involve “nonrepetitive activities and those that require high digital skills” can rise from “40 percent to more than 50 percent by 2030.”

If one considers ten-percent unemployment as a major
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recession, and 20% as a global emergency, then the figures from various studies, where up to 15% of the global workforce will have to change their employment, - and some will not manage the transition – then it is clear that the digital revolution supported by AI will have profound socio-economic consequences.25

This revolution will also profoundly challenge domestic and international governance systems as, unlike the Industrial Revolution that took more than 100 years to unfold, the current revolution is extremely rapid due to the phenomenal rate of digital diffusion which is sustained by the private sector especially start-ups and the world’s largest technology companies.26

When it comes to the Middle East, Pricewaterhouse Coopers has evaluated that AI will have a powerful impact on Middle Eastern economies.27 They estimate that by 2030, AI could generate 10 million new jobs only in the Gulf region. They also predicted that by 2030, the impact of AI in developing non-oil sectors in the Middle East could amount to US$320 billion.

In the study, AI is predicted to have a positive effect on productivity in the Middle East. While the largest impact is expected to be on the UAE, with a projected 14% increase in its GDP, Saudi Arabia follows with an expected US$135.2 billion accrual in the next decade, equivalent to 12.4% of its GDP. The study predicts that the most significant economic impact of AI will be in the financial sector, to which an estimated 25% of all AI investment in the region will be directed by 2021, followed by the education, healthcare, and manufacturing sectors. The International Data Corporation expects the sectors that will see the fastest growing use of cognitive/AI systems to be defence, counter-terrorism and government intelligence.28

According to the latest McKinsey & Company’s report on The Future of Jobs in the Middle East, the region should embrace the transition into the new age of automation, especially in sectors that consist of mostly routine tasks such as transportation and manufacturing.29 They also found that over 93% of the automation will apply to jobs held by expat workers, resulting in nearly US$366.6 billion worth of automatable wage income. The resulting gains could be used to reduce the dependence on foreign workers and invest in developing and educating domestic workforces.

Although workforce automation will mainly affect expats, one area for GCC nationals that will however sizeably be affected by automation is the government sector. The rentier state model of the Gulf countries favours governmental jobs for nationals. According to the 2016 Arab Youth Survey, 70 percent of GCC youth prefer public sector jobs over private sector employment.30 In order to guarantee future employment of their domestic workforce, GCC governments should promote digital jobs, especially those related to emerging technologies in information technology, data analysis, artificial intelligence, nanotechnology, neuroscience or biotechnology because they are more adaptable to technological disruption. These jobs will also contribute to moving from “administrative jobs in the government sector to higher-value-added roles in industries with future importance.”31

This will require major changes in basic, superior and continued education. With advances in machine intelligence, more work will be offloaded to machines. Thus, humans will have to adapt, up- and reskill and focus on work that can only be done by humans. In order to achieve this, agility and a change of mindset towards flexibility will be required. Moreover, people will have to be prepared to develop partnerships between machine intelligence and human workers to accurately perform traditional and new jobs.32

For current workers, the World Economic Forum estimates that globally by 2022 no less than 54% of all employees will require significant re-and upskilling and that companies will prioritise these efforts on employees currently performing high-value roles.33 Hence, the education of the future generation will be key to deal with future disruptions.

Adaptation of education systems towards more agility should not only focus on fostering sharp academic knowledge but also on developing technological and vocational training. Likewise, proficiency in new technologies will be needed but human skills such as social and emotional intelligence, creativity, empathy, originality and initiative, critical and divergent thinking (to find and frame problems not yet known), persuasion or complex problem-solving will be as important. This is all-the-more important in the Gulf as 60% of the population is currently under the age of 25 but the region has one of the world’s highest rates of youth unemployment (30%), which is double the world’s average.34

The economic impact of AI in the Gulf will therefore be transformative from a productivity point of view in a region characterised by weak productivity levels. AI-driven productivity gains will however have to be invested in strategic diversification across different sectors to guarantee the sustainability of Gulf economies.35 The domestic labour market, on the other hand, will require major structural adjustment of traditional workers in services, administrative and support, government, manufacturing, construction and trade. AI will massively cut down “the amount of labor for repetitive tasks thereby
leading to increased return on capital investment” but will also require drastic adaptation of education and training systems so as to maintain the national workforce relevant.36

Current State of AI Integration in the Arab Gulf Economies

The UAE and Saudi Arabia are currently at the forefront of embracing AI as a new driver of economic change in the Gulf. Dubai has made major efforts in the application of emerging technologies and AI in futuristic urban infrastructure (some being realised and others still in the making). This includes a hyperloop system, a robot police force, a store that changes shape, self-driving electric vehicles, flying taxis, a space agency, and the Dubai Future Accelerators, a programme where the government pairs with the private sector to facilitate innovation.

The UAE also launched the US$270 million Dubai Future Endowment Fund to help organisations leverage disruptive technologies while the Abu Dhabi-based investment company Mubadala works with IBM Watson to create a local ecosystem of entrepreneurs and startups applying cognitive computing in new and innovative ways. The UAE government has also identified sectors in which AI could be implemented, such as the police, to develop AI-based forensics solutions and facial recognition systems, in the medical sector by developing autonomous digital mobile booths designed to replicate doctors’ surgeries or in education using machine learning to predict students at risk of dropping out.37

Saudi Arabia is planning to build a US$500 billion new, hi-tech city, Neom, on the Red Sea Coast. In the words of Saudi Arabia’s Crown Prince, Mohammed bin Salman Al Saud, “everything [in Neom] will have a link to artificial intelligence, to the Internet of Things – everything.”38 During his visit to the United States in March 2018, AI was at the heart of several agreements signed with leading American companies including a memorandum of understanding between Saudi Arabia and Microsoft to contribute to the “transfer of knowledge and acquisition of systems related to artificial intelligence.”39 Mohammed bin Salman thereafter also approved the establishment of a college on AI and cyber security named after him: the Prince Mohammed bin Salman bin Abdulaziz College of Cyber Security, Artificial Intelligence and Advanced Technologies.

With the creation of a Council for Artificial Intelligence as well as the appointment of a Minister of State for Artificial Intelligence, Omar bin Sultan Al Olama, in 2017, the UAE has been a pioneering country in developing domestic institutions for the governance of AI. According to Al Olama, the reasons why the Muslim world stagnated while the rest of the world was progressing was because of technology. Thus, for him, among the technologies that “will shape the next century, AI is at the forefront” and therefore “if we (the UAE) don’t embrace it, we’ll be in the Dark Ages compared to countries that are.”40 It follows that the UAE has developed a national Strategy for Artificial Intelligence, a first of its kind in the world, that offers a roadmap to leverage AI in the sectors of transport, health, space, renewable energy, water, technology, environment, traffic and education.41 The latter is especially important as it aims at creating a generation of tech-savvy citizens with knowledge of AI.

Thus, the impact of AI on the global and Gulf economies provides both optimistic prospects in terms of productivity and pessimistic perspectives with the potential destruction of traditional jobs that it will entail and the uncertainty related to the creation of new jobs. These transformations will have serious socio-economic consequences and potential security implications in terms of national stability, as the greater the share of people losing their job and being unemployed or unable to adapt to these changes, the more national welfare systems will be impacted.

Also, and particularly in the Gulf region, the education of the young generation to new jobs that will increasingly integrate human intelligence with AI, will be essential in order to avoid significant unemployment in the next generations. If harnessed well however, the adoption of AI could be a major determinant to diversify the GCC economies and reduce their dependence on oil and gas exports.42

Setting the Stage for AI and International Security

AI will alter international security by rebalancing the international balance of power, empowering individuals and shifting the global strategic balance. Two states, China and the United States, are currently dominating the AI market and innovations. Beyond fuelling great power rivalries, AI also potentially diffuses power to transnational actors such as multinational companies as well as individuals and non-state actors.43 AI and other emerging technologies such as additive manufacturing, synthetic biology or cognitive neuroscience, indeed are dual-use technologies that are primarily developed in the private sector and for some increasingly relying on open-source developments.44
These new technologies offer tremendous opportunities for beneficial developments but their rapid diffusion also provides room for mis- and malicious uses. For instance, the Cambridge Analytica scandal demonstrated how a group of scientists and businessmen could leverage big data, a social network (Facebook) and algorithms to influence people's opinions in democratic elections. In the military, the increasing autonomy of machines and robots afforded by artificial intelligence together with the AI-related technologies that contribute to human enhancement such as brain-computer interface, represent the new silver bullet of future conflicts.

The Militarisation of Artificial Intelligence

The growing militarisation of AI will have major consequences for both national and international security. The UN, through the Convention of Certain Conventional Weapons (UNCCW), has debated the issue of autonomous weapons systems (AWS) since 2014. No consensus has so far emerged on a definition of these weapons nor on the issue of their limitations or even a ban. The only agreement among states seems to be on the requirements of guaranteeing meaningful human control in the use of these weapons. However, no agreement has yet been reached on the definition of what meaningful human control means nor on the practicalities of implementing this concept operationally.

To qualify as a fully autonomous system, a weapon should fulfil at least three core functions of its engagement cycle autonomously: the search of the objective, the decision to engage and the engagement of the target. Such a weapon should be able to move independently through its environment to arbitrary locations; select and fire upon targets in their environment and create and or modify its goals, incorporating observation of its environment and communication with other agents.

There is also no agreement on whether these weapons already exist or not. Paul Scharre, who has written the most compelling book on the subject so far, considers that only the Israeli Harpy drone would qualify as AWS. The Harpy is an anti-radiation loitering weapon capable of finding and attacking radar installations autonomously. The Stockholm International Peace Research Institute (SIPRI) on the other hand, has identified 381 weapons with autonomous functions. According to SIPRI however, the British Dual Mode Brimstone guided missile is currently the only operational guided munition with target selection autonomy while the Harpy is the oldest system that can operate in complete autonomy.

Irrespective of whether fully autonomous weapons systems already exist or not, with the improvements in machine learning we see that technologies developed in the private sector can be used for military purposes. Dual-use technologies represent the core technologies for the development of AWS. This is, for instance, the case with computer vision. In 2015, algorithms have equalled human beings in image recognition error rate (5%). These days algorithms are much better at identifying patterns than human beings.

The US Department of Defense partnered with Google to automate real-time image recognition on drone footage in April 2017. Project Maven reached promising results with more than 80% identification accuracy. The goal was to equip armed drones such as the Predator or the Reaper, eventually. However, 3000 Google employees signed an open letter to Google CEO Sundar Pichai to advise the company to pull out of any contract that involves any military applications of Google software, in April 2018. On June 1st, Google announced that it would not renew the contract with the US DoD that is due to expire in 2019.

One of the defining characteristic of AI is its ability to process information at machine speed that far outstrips human capacities. The application of AI in command and control or in decision-support systems is increasingly becoming a reality in the military. In order to cope with the speed of decision-making, the soldiers of the future will progressively be enhanced in their cognitive, biological and analytical functions by synthetic and artificial systems. The Director of the US Defence Intelligence Agency, Lt. Gen. Robert Ashley, recently expressed concerns about China's research into "human performance enhancement including efforts to merge human and machine intelligence."

AI through collective autonomy also allows the simultaneous control and coordination of a multitude of platforms. In terms of military applications, AI makes swarming tactics an emerging feature of future battlefields. Swarming relies on overwhelming and saturating the adversary's defence system by synchronising a series of simultaneous and concentrated attacks. In October 2016, the US Department of Defense conducted an experiment that saw 103 Perdrix micro drones autonomously deal with four different objectives. In May 2018, the Chinese drone manufacturer, Ehang, broke the world record established at the Pyeongchang Winter Olympics, by flying a swarm of 1,374 drones simultaneously over the city wall of Xi'an. This record was then broken by the company Intel to celebrate its 50th anniversary on 15 July with the flight of 2018 drones.

Swarming combines the military principles of mass,
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yet, non-state actors, less constrained by organisational culture and bureaucratic resistance than states, might adapt faster to new concepts of operations relying on AI. Critics of the strategic impact of drones used in swarm, point out that current costs of drones make this tactic too costly to be effective. The cyber domain, however, removes the physical costs of weapons manufacturing and maintenance.

cyber autonomous weapons systems

while most people tend to think of autonomous weapons in terms of robots or autonomous vehicles, AWS also operate in the cyber domain. because of the low cost of developing an algorithm compared to physical AWS, autonomous cyberweapons are very likely to be developed earlier and spread faster than their counterparts in the physical world.

the middle east has been a testing ground for cyber offensive operations. since the 2010 Stuxnet attack that caused irreversible harm to nearly 1,000 centrifuges used for Iran’s nuclear programme, a cyber arms race was triggered in the region.

in 2011, ayatollah ali khamenei authorised the establishment of Iran’s supreme council of cyberspace to coordinate efforts for both offensive and defensive operations. similar initiatives were then adopted by the UAE in 2012, Saudi Arabia, Kuwait, Qatar and Bahrain in 2013. in 2012, Saudi Arabia’s Aramco company and Qatar’s RasGas suffered a cyber attack by a virus called Shamoon that erased data from several thousand computers. Shamoon resurfaced through three distinct waves between November 2016 and January 2017 targeting again Saudi Arabia. in August 2017, a petrochemical plant in the Kingdom was attacked by a malware that aimed to trigger an explosion but failed due to a bug in the code.

this series of events demonstrates a worrisome escalation in the use of cyber weapons in the Gulf. Saudi Arabia is the Arab country that faces the largest number of cyberattacks in the Middle East and the 17th highest worldwide followed by the UAE, ranked 18th globally. Algeria, Egypt and Morocco then follow.

the use of AI in cyber attacks offers destabilising perspectives for the Middle East. due to its low barrier of entry, the cyber domain provides an offensive advantage over defence. with the development of generative adversarial networks (GANs) - which are algorithms pitting neural networks against each other - it is possible to manipulate the data of its adversary and therefore fool its defence system. these are known as black box attacks in which “GANs are used to figure out the machine-learning models with which plenty of security programs spot malware.”

with autonomous drones, terrorist organisation will be able to conduct saturation attacks and targeted assassinations with very low or no human costs on their sides. Artificial intelligence will reinforce targeted killing as a dominant operating mode for both states and non-state actors. Yet, non-state actors, less constrained by organisational culture and bureaucratic resistance than states, might adapt faster to new concepts of operations coordination, speed and concentration of forces at new levels. Autonomous swarms will allow the concentration of large numbers of military assets with very few or no human controllers and with far quicker reaction times to constantly changing situations. Swarms rely on collective intelligence. Some posit that the development of AWS and the proliferation of their use in swarms will probably have a destabilising impact on strategic stability in the future through the neutralisation of defence systems, thereby giving an advantage to the offensive. It follows that deterrence would be replaced by pre-emption, a very unstable international configuration that encourages escalation and arms races.

Drones equipped with autonomous technologies are relatively easy to obtain. Unlike weapons of mass destruction, autonomous drones are accessible to less technologically advanced states. it is now possible to convert a “remotely controlled combat drone to autonomously fire a weapon in response to a simple pattern-recognising algorithm”. The proliferation of such weapons however, could be used to increase anti-access and area denial capabilities but also to conduct offensive operations against more powerful adversaries and thus have an impact on regional and strategic balances.

Similarly, non-state actors could also get access relatively easily to autonomous drones. it is now possible for anyone to 3D-print micro drones. Similarly, collective intelligence algorithms and trained neural networks are available on open source AI library liked TensorFlow developed by Google. Non-state actors such as Hamas, Hezbollah, Daesh or the Houthi rebels have all acquired off-the-shelf unmanned aerial vehicles. these have been used for intelligence, surveillance and reconnaissance, but also offensive purposes. for instance, Daesh mounted high-definition cameras under drones to acquire ISR capabilities and situational awareness. they also mounted makeshift 40mm grenades to drop them on Iraqi positions. during the battle of Mosul in 2017, Daesh’s air capability had significant tactical impact as they killed up to 30 Iraqi soldiers in a single week. These developments are a game changer for militaries as they now have to prevent non-state actors from acquiring tactical air superiority for the first time.

With autonomous drones, terrorist organisation will be able to conduct saturation attacks and targeted assassinations with very low or no human costs on their sides. Artificial intelligence will reinforce targeted killing as a dominant operating mode for both states and non-state actors. Yet, non-state actors, less constrained by organisational culture and bureaucratic resistance than states, might adapt faster to new concepts of operations
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Similar to the data corruption that Stuxnet relied upon to manipulate the operator of the Natanz centrifuges, malware relying on synthetic data produced by AI will be able to do this, however, autonomously and at machine speed. Unlike Stuxnet, such an offensive autonomous cyber weapon will not rely on a human operator to code the behaviour and plan of attack of the malware, it will learn on its own.

In August 2018, IBM presented a proof of concept called “DeepLocker” at the Black Hat USA conference. DeepLocker is an AI-powered malware “highly targeted and evasive” because unlike traditional malware, it hides its malicious payload in a benign carrier application such as a video application and uses AI to create unique trigger conditions that can only be unlocked if the intended target is reached. A neural network is indeed trained to recognise the target, for instance a person, that will trigger the attack once identified. This type of attack opens the possibility for hyper discriminate attacks that can be reproduced easily by training neural networks to identify new targets.

To defend against the increasing threat of complex cyber attacks, in 2016 the DARPA (Defence Advanced Research Projects) organised the Cyber Grand Challenge whose aim was to enhance cyber security through machine learning. Seven machines competed to automatically heal their system while simultaneously scanning and attacking the vulnerabilities in adversary systems. A year later, the winning team, ForAllSecure, was offered a contract by the Pentagon to secure US military systems. Similar to high frequency trading, the trend in cyber security will be to increasingly rely on algorithms as both offensive and defensive tools. Considering the importance of cyber security, the Gulf region will most likely embrace this trend.

The use of AI for subversive purposes is a trend that will likely hit the Middle East and the Gulf as well. The spread of deep fake technology such as FakeApp, which uses AI deep learning techniques to swap a person’s face onto someone else’s, has democratised the ability to create perfect visual manipulations. Voice mimicking software such as Lyrebird or Baidu’s Deep Voice can clone anyone’s voice. The Chinese tech giant application only needs 3.7 seconds of audio of a voice to reproduce it. The combination of voice and image forgery will make any piece of media on the internet suspicious.

The automation of political manipulation by algorithms, that are increasingly able to learn by themselves and share information in “hivenet”, will trigger the development of increasingly adaptive malware and allow for the rise of true technological surrogates waging psychological and disinformation operations in the cyber domain with extensive disruptive effects in the real world. As citizens of the GCC countries are amongst the biggest users of the internet and social media in the world and because the Middle East is a fertile ground for conspiracy theories, the risk of mass and targeted manipulations through AI systems is non-negligible in the Arab Gulf countries in the future.

Overall, the international threat pictures will be dramatically altered by AI and autonomy in the near to medium term future. It follows that current international governance structures have to be adapted and some new ones probably created in order to face these new challenges.

The International Governance of AI

In his newly released report on disarmament, the UN Secretary General raises awareness about “the dangers posed by the weaponisation of artificial intelligence and autonomous systems” and recommends states to “exercise restraint in the development and acquisition” of these weapons. However, states are unlikely to relinquish seeking leadership in AI and its many applications. For instance, in July 2017, China set itself the goal of becoming the leader in the field of AI by 2030, to challenge US dominance. A race regarding autonomous technologies between the great powers but also among non-state actors has already started.

It follows that the efforts at regulating AI have been very disparate and uncoordinated. Regarding the weaponisation of AI, the UN through the UNCCW has not been able to bring states to a consensus about the regulation of lethal autonomous weapons systems since 2014. Various initiatives in the private sectors have tried to compensate for the lack of international governance. For instance, in December 2017 IEEE, the largest professional engineers organization, published a code of conduct whose primary goal is to ensure that every technologist prioritises ethical considerations in the design and development of autonomous and intelligent systems. The Partnership on AI, a non-governmental organisation founded by a coalition of tech giants, aims to share best practices in the research, development and fielding of AI technologies while OpenAI, a non-profit AI research company, seeks to build safe artificial general intelligence.

Faced with potential daunting economic and security consequences of the use of AI, the international community should be serious in creating a governance system that brings together governments, international organisations, the scientific community, the private and
commercial sectors as well as civil society. The Gulf countries could play a pivotal role in this by bringing the Arab voices to the table as well as by favouring multilateral diplomacy. The recent appointment of the UN Secretary General of a “High-Level Panel on Digital Cooperation,” where the UAE through its Minister of Cabinet Affairs and the Future, Mohammed Al Gergawi, is the only Arab state representative, is a step in the right direction.

Conclusions

The Gulf countries will not be immune to the developments and consequences of AI. Economically the productivity of the Gulf economies is most likely to benefit from AI. Artificial intelligence will allow the automation of many sectors of activities. This will reduce the need for foreign labour and thus free financial resources to diversify the Gulf economies in order to move beyond their rentier state model. AI, however, will require the re-skilling of the domestic populations and the education of the younger generation towards more creative and critical thinking as well as the development of more tech-savvy future workers in order to avoid them being side-lined by automation.

AI will alter international security and the international balance of power. President Putin noted last year that “whoever becomes leader in this sphere [AI], will be the ruler of the world.” An AI race is taking place among the three largest military powers, USA, China and Russia. Since AI is a dual-use technology that can proliferate very quickly, it also empowers individuals and non-state actors who can find ways to leverage this technology. In security terms, the world has moved from 195 states as referent of security towards potentially more than 7.5 billion sources of insecurity.

The character of war will also be affected by the growth of autonomy and autonomous weapons systems as well as the growing fusion between human soldiers and enhancement technologies. It is very likely that states and non-state actors alike will increasingly resort to technological surrogates to fight wars in the future. The chaotic and unregulated nature of the cyber domain offers a glimpse of things to come and AI will very likely magnify the advantage of the offensive. Based on previous records of cyber attacks in the Gulf, one can infer that AI could act as a destabilising factor for the region unless AI can be leveraged to reinforce autonomous cyber defence.

It is too early to have an accurate picture of the full socio-economic and politico-strategic consequences of AI. However, while AI technology advances rapidly and becomes increasingly integrated into our lives, it is critical that the international community establishes a system of global governance to assure that it develops in a way that is beneficial to societies. The appointment of an AI minister in the UAE is a recognition that this technology is transformative in itself. The other Gulf countries would be inspired to follow the Emirati example but also to push and support the establishment of a global AI governance system.
Endnotes


Implications of Artificial Intelligence


Implications of Artificial Intelligence


